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Abstract The maximum entropy production rate (MEPR)

in the solid–liquid zone is developed and tested as a pos-

sible postulate for predicting the stable morphology for the

special case of steady state directional solidification (DS).

The principle of MEPR states that, if there are sufficient

degrees of freedom within a system, it will adopt a stable

state at which the entropy generation (production) rate is

maximized. Where feasible, the system will also try and

adopt a steady state. The MEPR postulate determines the

most probable state and therefore allows pathway selec-

tions to occur in an open thermodynamic system. In the

context of steady state solidification, pathway selections

are reflected in the corresponding morphological selections

made by the system in the solid–liquid (mushy) zone in

order to cope with the required entropy production. Steady

state solidification is feasible at both close to, and far from

equilibrium conditions. Based on MEPR, a model is pro-

posed for examining the stability of various morphologies

that have been experimentally observed during steady state

directional solidification. This model employs a control

volume approach for entropy balance, including the

entropy generation term (Sgen), which depends on the dif-

fuse zone and average temperature of the solid–liquid

region within the control volume. In this manner, the model

takes a different approach from the successful kinetic

models that have been able to predict key features of stable

morphological patterns. Unstable planar interfaces, faceted

cellular arrays, cell–dendrite transitions, half cells both

faceted and smooth, and other transitions such as the

absolute stability transition at high solid/liquid velocities

are examined with the model. Uncommon solidification

morphological features such as non-crystallographic den-

drites and discontinuous cell-tip splitting are also examined

with the model. The preferred morphological change-

direction for the emergence of the stable morphological

feature is inferred with the MEPR postulate in a manner

analogous to the free energy minimization princi-

ple(s) when used for predicting phase stability and meta-

stable phase formation. Aspects of mixed-mode order

transformation characteristics are also discussed for non-

equilibrium solidification containing a diffuse interface, in

contrast to classifying solidification as purely a first order

transformation. The MEPR model predictions are shown to

follow the experimental transitions observed to date in

several historical studies.

List of symbols

A Area of interface (m2)

Af Affinity (J/mol)

C Composition (mol/m3)

Ce Eutectic composition (mol/m3)

Dl Solute diffusivity in the liquid (m2/s)

Davi Average solute diffusivity in the interface or

mushy zone regions (m2/s)

GT Diffuse zone temperature gradient (K/m)

GTs
Temperature Gradient in the solid (K/m)

GTl
Temperature Gradient in the liquid (K/m)

Kav Average thermal conductivity in the mushy

zone

k Partition ratio (dimensionless)

ml Slope of liquidus (K m3/mol)

Tav Average temperature between Tl and Ts (K)
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t Time (s)

Tl Liquidus temperature (K)

Ts Solidus temperature (K)

Tm Melting temperature (K)

Rg Molar gas constant (8.314 J/mol K)

R Volumetric gas constant (Rg/vm) (J/m3 K)

vm Molar volume (m3/mol)

DCo Equilibrium concentration difference between

the liquidus and solidus at the solidus

temperature of an alloy (mol/m3)

Dhsl Equilibrium value of latent heat per unit

volume (J/m3). Note that the sign convention

used is the casting literature convention

further explained in footnote 2

DTi Undercooling * (Tl - T 0o (Co)) (K)

DT (Tl - Ts) (K)

T 0o (Co) Locus for equi-chemical potential line in the

phase diagram [124]

DTo ml�DCo (K)

dSgen/dt The rate of entropy production or generation

(J/K s)

dsgen/dt The rate of entropy production or generation

density (J/m3 K s)

Sgen Irreversible Entropy Generated (J/K s)

S Entropy (J/K)

s Entropy per unit volume (J/m3 K)

Dssl Equilibrium value of entropy change during

solidifcation per unit volume (J/m3 K)

šsl Molar entropy (J/mol K)

V Steady state velocity (m/s)

Vc Critical velocity for planar to cell transition (m/s)

W Work (J)

MEPR Maximum entropy production (generation)

rate density (J/m3 K s)

PPEDMR Prigogine Principle of Entropy Dissipation

Minimization Rate

Greek symbols

a Lattice parameter (m)

f Diffuse interface distance ([10-9 m for metals) also

equal to * DTo/G for the mushy zone for metals

dc Solute boundary layer

w Clubbed force–flux entropy production rate/unit

volume (J/m3 K s)

m Jump frequency from liquid to solid at a

temperature Tav (s-1)

e Net distance moved by the interface when 1 mol of

atoms transform to the solid from the liquid (m)

x Energy of defects per unit volume (J/m3)

cgb Grain boundary energy (J/m2)

k Intercellular or interdendritic primary spacing (m)

v Morphology parameter that depends on GT and Tav

and composition

Dlsl Free energy/mole (J/mol)

Dlc Driving force per mole (J/mol)

Dšsl Molar entropy of solidification (J/mol�K)

Subscripts

cv Control volume

sl Solid–liquid

Introduction

The morphological evolution sequence and the length

scales of solidification structures (patterns in the micro-

structure) that form as a consequence of freezing of a liquid

are now known to a great degree [1–4].1 Solidification

microstructure formation by the controlled lowering of the

temperature of a liquid, whether performed in a direction-

ally solidified temperature gradient furnace (DS) or by the

controlled bulk cooling of the liquid, is a well studied

problem [1–66]. Solidification is an important transforma-

tion both from a technological viewpoint and for broad

scientific exploration considerations. Solidification studies

have yielded important material-specific parameters. For

example, solidification in microgravity conditions has been

used [1–4, 49–51] to determine accurate diffusion constants

in the liquid when buoyancy driven fluid flow velocities

become smaller than 1 l/s. The as cast microstructure scale,

is also directly related (empirically) to several important

engineering properties in a multitude of applications which

range from electronics to jet engines.

There are by now a number of studies starting with

Dash [15], Jackson [66], and others [1–4, 21, 41, 42, 47,

52] on morphology and defect evolution, mostly in the

context of growing defect-free crystals. Removing defects

from seed crystals and growing as slowly as possible (well

below interface break down velocities) gives rise to crys-

tals with the least boundary type defects. Residual stresses

may cause oscillations in the interface growth rate [41–43,

47]. Preventing the buildup of residual thermal stresses and

reducing convection by imposing external magnetic fields

and modifying temperature gradients [1–4, 21, 42, 47, 53]

prevents cracks and solute banding. The presence of facets

when seen along with curved surfaces together in an

evolving solid microstructure also leads to unpredictable

segregation (banding) and related defects [3, 4, 14, 15].

Although morphological bifurcations are recognized and

well studied during solidification, especially with trans-

parent metal analogs and other modeling based imaging

techniques, [1–11, 32–47, 58–62] there is no overriding

principle or empirical correlation that adequately predicts

1 The first four references cited as Refs [1–4] are the main textbooks

with select primary articles for solidification that I use in my

Introduction to Solidification course.
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an overall stable morphology when the patterns become

complex. However, this is not to say that the field is bereft

of descriptive models. Several kinetic models offer very

reasonable predictions of key features like the interface

stability or the tip radius of a dendrite [1–49, 63–67]. In

most kinetic modeling for microstructure predictions, local

equilibrium at the transforming solid–liquid interface is a

key assumption [1–11, 25–47]. The consequences of

relaxing this assumption by invoking changes in the par-

tition coefficient(s) as a continuously varying function of

velocity is also by now a reasonably well developed

method in as far as predicting the resultant non-equilibrium

microstructure for several alloy systems [1–11, 23–27, 68].

Kinetic and empirical models have great value. The very

successful correlation between secondary dendrite arm sizes

for equiaxed castings to the cooling rate has enriched the

casting industry. However, again there is no overriding

principle that describes the formation of DS microstructures

(and defects) especially when cellular morphologies, are

noted during directional solidification (positive temperature

gradient) conditions. Figure 1 [64, 65, 69–78] shows pic-

tures of typical steady state morphological variations that

have been observed in transparent DS experiments with

metal analogous. Although great strides have been made [1–

51, 53–67, 69–123] for predicting the scale of microstruc-

tures, the required understanding is still far from optimal.

This article2 presents a new entropy based approach to

complement the existing kinetic approaches. Historically,

the overall solidification morphology has not been com-

prehensively studied from this point of view of entropy

generation (dSgen/dt), except by Kirkaldy and a few others

[5–7, 94]. However, a gradient energy approach which

contains Sgen from the free energy dissipation (gradient

energy) is commonly used along with an order parameter in

a popular numerical technique known as the phase field

method. Such an approach uses the Ginsberg and Landau

[55] and Cahn et al. [32–36, 56, 122] developed techniques

for spinodal development and extends predictions made by

kinetic models such as the tip stability for shape prediction

capabilities [1–4, 13, 14, 16–29, 32–36, 54–56, 93, 121–

123]. Entropy is a non-conserved quantity but can be rig-

orously treated in phase field approaches by using the

Allen–Cahn approach [35]. The problems with the phase

field approach lies in identifying an order function that has

an adequate theoretical basis [5–7, 35, 108–111].

The MEPR may also allow predictions of morphology

[5–7]; however, it appears the MEPR, which is applicable

in many diverse fields (e.g., climate prediction, cell

biology, etc.) [5, 6, 111, 112] can make predictions based

only on a maxima. In the materials’ literature, such max-

ima based predictions may be traced to the Zener model

[13] and later studies by Trivedi, Kurz, Ben-Jacob et al.

and others [1–4, 8, 16, 17, 64, 106, 110, 121, 123].

There is some doubt as to which extremum principle, if

any, could be valid for dendrites [1–17]. In contrast, the

linear stability approaches have predicted a better fit with

experimental data [1–4, 15–26, 93, 106, 108, 122, 124,

125]. However, it appears that rigorous and unique solu-

tions also may not always be possible to infer from linear

stability principles for many conditions of solidification,

unless anisotropy and shrinkage velocity are considered

[126]. There is a difference in the matching ability between

experiments and models for dendrites that grow in a posi-

tive temperature gradient and those that grow in a negative

temperature gradient condition; the latter has proved

tougher to match. It has not been possible to adequately

match theory and experiments for the dendrite tip radius

[126]; even if a correction term for the energy conservation

equation (Stefan equation) is employed at a solid-liquid

interface that includes shrinkage. Regardless, prediction of

the dendrite tip radius as a function of the tip solidification

velocity do not also appear to follow any known extremum

models when compared with experimental observations.

Coupled structures are more aligned with extremum mod-

els, e.g., the eutectic phase lamellar spacing’s [1–4, 8, 12–

14, 93]. In contrast, for chemically reacting systems, where

there is a strong reaction affinity or a presence of other

strong potential gradients, there is some evidence of the new

principles of maximum entropy generation rate as applica-

ble for inferring some of the morphological patterns and

pathway selection features [51, 53–62, 79–112, 122] that

emerge from chemical reactions. In fact, there is a signifi-

cant richness in morphological complexity that is feasible

with changes in the rate of entropy generation in chemical

reactions [51, 53–62, 69–71, 79–111, 118, 119].

In this article, we study entropy production rate (dsgen/dt),

free energy dissipation, and entropy transfer (net export of

entropy from a control volume) to possibly infer a common

principle for morphological development of the solid–liquid

interface at steady state conditions, across several length

scales of the solidification problem. The control volume

approach is used for entropy balance, shown in Fig. 2. This

approach makes the problem less complex to formulate and,

as discussed in this article below, is able to verify the most

stable overall shapes reported in several published reports

[1–123, 127, 128]. An attempt is made in this article to

describe such morphological features and morphological

transitions with the entropy rate maximization postulate. For

Bridgeman type DS, the controlling parameters for mor-

phological stability are historically thought to be the velocity

of solidification (V), composition (C0), and temperature

2 Note that capital letters are used for the extensive quantity and

lower case letters for the extensive quantity per volume. Example,

Sgen (entropy generation rate) has units of J/K s and correspondingly

sgen has units of J/K s m3. Molar entropy is š (J/mol K). In this article

dSgen/dt is used as the symbol for entropy generation.
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gradient GTs
. The rate of entropy generation (dsgen/dt) can

also be varied by altering these three parameters.

The solid–liquid interface transition region is commonly

referred to as atomistically sharp when the dimensionless

entropy of transformation (mentioned above) is larger than

*2 [66]. It will be shown below that the MEPR model

includes this term in the new equation for interface insta-

bility. (Dimensionless entropy is Dšsl/Rg, where Dšsl is the

entropy per mole for the liquid–solid transformation, and Rg

is the universal gas constant.) Such interfaces, during DS

growth, display facets (when observed at the resolution of

micrometers) in contrast to interfaces that are diffuse (i.e.,

atomistically rough) which display more well defined curved

smooth features, again when observed at the scale of the

optical microscope resolution. Closed packed planes retain

the plane front interface (i.e., have higher stability with

Fig. 1 Shapes of solid–liquid interfaces in salol (a1–a3) [41, 42] and

from various SCN experiments (b–d). a1 Shows from top to bottom the

tip angle reduction with an increase in the velocity, a2 the development

of secondary arm facets, a3 half facet cell arrays possibly with stress

related birefringence patterns. b The transformation sequence in a

succinonitrile alloy (SCN alloy), with an increase in the velocity (top to

bottom) showing the change from a plane front to stubby cells to deep

cells to deep dendrites; heat flow direction is from top to bottom of the

pictures [1–4, 11, 63, 64] (this picture was deemed to be in the open

literature and no permissions for publication ware sought, a situation

that can be corrected if required).; Typical temperature gradient and

interface velocities are in the order *5 K/mm and 10 lm/s, respec-

tively. c Half cells and dendrites in SCN alloys (note also the

breakdown at the grain boundary regions) [69, 70] and d equiaxed

transitions in SCN alloys [71]. In b the spacing of cells decreases first

with an increase in the velocity (stubby to deep cells) and then increases

with velocity as the dendrite bifurcation is encountered. One should

note that at a extremely high velocities *0.1–1 m/s, a plane front like

flat interface is again observed [10, 72]. Other morpholgies similar to

a3 have also been reported in the literature such as half cells and

confused structures that continuously split at the tip regions. Such

structures are also noted during morphological transitions from cells to

dendrites when channels or small insoluble solid particles are

encountered by an advancing s/l interface [9, 73, 110]. Except for a3,

all other shapes were photographed at steady state conditions
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increasing velocity of solidification) for the same conditions

of imposed growth, compared to less closed pack planes

[113]. Although faceting and sharp interface structures are

associated with a high entropy of transformation, Cahn [65]

has correctly pointed out that the diffuseness of an interface

is a function of the velocity of the interface (velocity is

related to the driving force and therefore increases the

probability to overcome the activation energy barrier for

solidification). Hence facet to non-facet transitions are

expected to occur. Experiments have confirmed such facet to

non-facet transitions with an increase in the velocity [1–4,

31, 39–44] for a number of materials that are associated with

a high entropy of solidification transformation. The model

developed below also explains such transitions.

Interface instability (bifurcation from plane front to wavy

instabilities with increasing velocity) is possible during DS

[1–7, 66, 77, 78, 113], with the instability bifurcations being

first observed in regions close to existing high angle

boundary features in the solid [78]. For dilute binary alloys

that have a low dimensionless entropy of transformation, the

transitions that are noted with an increase in velocity take the

form of an initially plane front interface that changes to a

stubby cellular pattern, then to deep cells, then to preferred

crystallographically oriented dendrites, to deep dendrites

with well developed secondary arms, then to very fine plane

front like fine cellular structure at high velocities (high Pe-

clet number absolute stability conditions) [1–10, 24, 65, 74].

When physical constraints like wetting surfaces, particles or

small channels are introduced in the solidifying volume,

unique morphologies such as half cells and half dendrites or

even equiaxed growth, ahead of the solid/liquid (s/l) inter-

face is observed [9, 69–74].

To date, all models that can predict solidification

structure (morphology) use the solid/liquid surface energy

as an import parameter which often defines the scale of the

resultant microstructure. However, if the interface has

characteristics of a second order transformation, then the

use of an s/l surface energy is troublesome because the

term essentially comes from a volume free energy in the

diffuse region. The melting point is affected by defects and

curvature both which are a priory not known. We will

overcome the use of a solid–liquid interface energy and the

melting point by considering the interface region of

dimension (f, m), bounded by the isotherms Ts and Tl and

separated by DT = (Tl - Ts). For DS conditions with an

independently fixed velocity (V) and independently fixed

linear temperature gradient (GT), we will consider

GT = DT/f as being linear across f. A one-dimensional

system is considered. The system is comprised of the

region between the fixed boundary control volume (i.e.,

contains the s/l region) when identified in the mushy zone

for alloys. The control volume extends up to, but not

beyond, the rigorous solid and rigorous liquid states (see

Fig. 2). The steady state of a system is reached when the

entropy rate change averaged over sufficiently long times

vanishes at all positions ((ds/dt)x = 0). At the steady state,

the entropy production within the system is equal to the net

entropy export.

The diffuse interface region, even when planar condi-

tions are noted between the rigorous solid and rigorous

liquid phases, is not only as a useful convenience for

numerical methods (e.g., the phase field approach [17–27])

but as we will show below, is a region important to entropy

production. Note also that (dF/dT)v = -S. As the specific

heat at constant volume is a positive quantity (required for

material stability), S is always positive and the slope of the

F vs. T curve has to have a negative value. As discussed by

Cahn [65], dF/dx (where positive x is the opposite direction

to the heat flux, and F is the Helmholtz free energy) has an

overall slope such that dF/dT is always negative at any

ζ

Fig. 2 An explanation of the control volume approach for entropy

balance. The shaded area is the interface region where the entropy is

generated. During solidification, the CV moves with a fixed velocity

from left to right. Thermal and other potential gradients are

established. f (the extent of the control volume) is the diffuse

interface or mushy zone distance. The x = 0 is co-located with Ts
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location x. Figure 3 shows a schematic of a possible vari-

ation of F within the diffuse interface. Note that in Fig. 2

the x = 0 is co-located with Ts. One of the major leaps of

faith in this article with the proposed new dSgen/dt

approach is that interface diffuseness can be replaced by

the mushy zone distance for an alloy. When considering

dilute alloys, the mushy zone thickness replaces the inter-

face diffuseness, irrespective of any normalization by the

characteristic length scale of the solidification problem.

Order of transformation and the origin of a diffuse

interface

If energy is added uniformly in the form of heat, to a solid

at its melting point the only option for the solid is to absorb

the energy by breaking symmetry, which results in melting

(lowering viscosity, increasing relaxation speed of mole-

cules [68, 115, 128], volumetric expansion, etc.). This

change of internal structure is also a manner in which the

specific heat is discontinuously adjusted at the melting

interface by the change of phase [99]. An increase in

pressure normally increases the melting point, depending

on the change in molar volume [1–4, 37]. Melting and

solidification at close to equilibrium conditions are

reviewed in Refs. [1–7, 52, 68, 115, 120–123, 127, 128]

also revealing the very classic issues that trouble our

understanding of this process [120].

Solidification is historically referred to as a first order

transformation, i.e., a transformation where the first

derivative of free energy per mole is discontinuous at the

melting point. Yet, as noted above, a diffuse interface is

well recognized as a distinct possibility during solidifica-

tion [65, 126]. Based on the molecular modeling studies of

the transforming region [30]; the measurement of the

interface Seebeck coefficient by Abbaschian et al. [31,

113]; and the success of phase field models discussed

above, it could be considered that solidification dynamics is

better understood by thinking of the transformation to be a

mixed, first and second order phenomena at the trans-

forming interface region, i.e., with a discontinuity only in

the second derivative of the free energy, yet producing heat

during the s/l transformation. This strict categorization as a

first or second order transformation is important, though

not essential, to our discussions below. We will consider

the change-over region between liquid and solid to essen-

tially have a finite dimension over which a temperature

gradient and other gradients are established. We will

assume that a non-linear free energy curve is established in

the diffuse interface region. Note that diffuse interfaces

may be described by a double well energy approach [126]

which is also shown in the dashed line in Fig. 3. More

importantly it is possible that a region where d2F/dx2 = 0

may exist, which can indicate critical point like ambiguity

inside the interface phases, thus allowing for the develop-

ment of spinodal like fluctuations and transformations. The

shape of this free energy variation will be important in

determining the features of the rigorous solid-like and

rigorous liquid-like distribution across the diffuse interface

region (Fig. 3). The mixing of these regions also produces

entropy when rearranging the distribution and thus support

defects as an outcome of the rearrangement. Depending on

short range liquid clustering tendencies; the activation

energy barrier (inclusive of diffusion activation in the

liquid) for an atom to go from liquid to solid; the presence

of defects such as dislocations, vacancies, twins, and the

energy of solid–solid grain boundaries (whether high

energy (typically greater than 100 mJ/m2) or low energy

(typically *10 mJ/m2)) that may form and be retained in

Fig. 3 A plot of free energy (F) vs. T (or distance assuming liquid is

on the right and heat flows to the left in a one-dimensional problem

see Fig. 2). The solid line is the defect-free solid. The dotted line is

the defect containing solid. Several free energy configurations are

possible in the diffuse region which caters to the overcoming of the

activation energy experienced by a rigorous liquid atom to transfer to

the rigorous solid state. The figure illustrates a shape of the free

energy vs. temperature that does not conflict with [dF/dT]p =

-S with a overall negative slope in the free energy curve, a shape

that could invoke a separation or describe a critical point type

phenomena that is possible which will further increase the underco-

oling as well as Sgen, yet maintain overall [dF/dT]P to be always =

(-S). Note that [dF/dx]T and [dF/dT]x within the diffuse zone could be

zero (i.e., locally (DH/T) = (DS)) or change to a higher entropy

production configuration. Depending on the type of molecule that is

solidifying, especially when molecules have considerable rotational

energy (e.g., super-lattice forming plastic crystals), metastable states

may also be present where the configurational heat capacity has not

attained its full value, thereby making Cp smaller than the equilibrium

value. This will influence Kav. The distribution of liquid and solid

clusters in the diffuse zone has been modeled with density wave theories

and molecular dynamic studies [30, 120, 131] for nucleation and growth

that show tiny clusters of rigorous solid and rigorous liquid mixed

together in the interface region. Similar molecular dynamic reports in

the presence of a strong temperature gradient are not available. When a

free energy reduction is possible at an undercooling, this free energy can

be used for internal work production
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the final solid as a result of solidification; there is thus a

wide variation of possible microstructures and nanostruc-

tures [105–107] that may be observed in the final residual

solid. This is analogous to clustering and self-ordering

phenomena during a spontaneous reaction transformation.

In this manner work can be done by the system yet increase

the entropy to a maximum allowable level.

Describing any process as reversible, implies that the

work done is equal to conversion of the maximum possible

available work potential and that Sgen = 0. A process is

reversible primarily because there is no change in the

Gibbs or Helmholtz (G, F) free-energies and Sgen = 0 for

the process. However, for phase change processes such as

solidification, the latent heat is generated at Tm and the

material changes from rigorous liquid to rigorous solid at

Tm. For a first order, internally reversible transformation,

the melting and solidification happens at the melting point

(single temperature), consequently the maximum sponta-

neous work possible from the solidification process at Tm

can only be zero (Carnot Efficiency also shows that ((1 -

Tm/Tm) = 0). For the case of a dilute interstitial type alloy,

the excess entropy in the liquid correspondingly is captured

by the change in the melting point. For completeness, it

should be understood that, the exergy (i.e., the work

potential when referenced to a base temperature To, other

than Tm) of a liquid is higher than that of the solid at the

melting point. This happens because at a downstream

temperature, the latent heat may be converted partially to

work by enabling internal processes in the solidified

material or by an appropriately configured heat engine.

As discussed above, the activation energy barrier that

may be required to be overcome by an atom or molecule to

change from being associated with a rigorous liquid con-

dition to a rigorous solid condition has to be enabled by a

force (i.e., chemical potential gradient [115, 122]), and

consequently there is the possibility of entropy generation

from the force–flux (transformation flux) relationship that

is similar to that of a chemical reaction. There may be other

force–flux conditions present also. These are discussed

later in this article. The possibility of force and conjugate

fluxes during solidification cannot support a reversible

transformation and hence cannot support the concept of a

first order transformation. Consequently the diffuseness is a

natural development across a solid–liquid zone.

Entropy Balance Method, MEPR, and the Prigogine

Principle

Metastable states and several ‘natural’ steady states are

feasible when free forces exist in a system. The principle of

MEPR states that, if there are sufficient degrees of freedom

within the open system, then a perturbation of the system,

will take the system towards a final steady state at which

the rate of Sgen production (dSgen/dt) is maximized com-

pared to other possible steady states. For a change in the

imposed steady state variables during DS, a new rate of sgen

is established by different force–flux combinations. The

Prigogine principle of entropy minimization rate

(PPEDMR) [82, 83, 115] for a system undergoing irre-

versible entropy production while approaching equilibrium

conditions is fully compatible with the postulate for the

maximum entropy production rate MEPR. PPEDMR leads

the system to an equilibrium state for an isolated system by

choosing a MEPR determined pathway. MEPR can lead to

a steady state for a system which is attempting to lower its

entropy generation rate. At a steady state the differential

d(sgen)/d(flux) for all fluxes is zero which satisfies both the

PPEDMR and the MEPR. The available conditions for free

forces and fluxes then determine whether the second dif-

ferential is positive or negative or zero. When zero, internal

work is feasible. The principle of MEPR states that, if there

are sufficient degrees of freedom within a system, it will

adopt a stable state at which the entropy generation

(production) rate is maximized. Whenever feasible the

system will also try and adopt a steady state condition.

MEPR determines the most probable state. When entropy

is produced locally (example by a reaction), it is either

exported away from the local production location or

accumulates. Diffusion of matter or heat by a conju-

gate force–flux combination generates additional entropy.

Entropy exchange can also occur reversibly without gen-

erating entropy. The MEPR principle looks for the pathway

selection which allows the entropy generation density to be

maximized and so must be considered at all locations. A

transformation within an isolated system, or within a closed

system or an open system will display different aspects of

MEPR. For a steady state closed or open system, entropy

will be generated and transferred (net export or import)

across the system boundaries at the same rate. For an iso-

lated system within which a chemical reaction can occur,

diffusion processes for heat or mass will internally equili-

brate the isolated system and the MEPR principle for the

isolated system will determine the rate at which fluctua-

tions relax thereby providing the most optimal pathway.

Steady states may be established as a feature of the MEPR.

For a closed or open system the rate of approach to equi-

librium or to a steady state condition of the system after an

external exchange event has occurred is governed by the

rate of entropy transported across the system boundaries

and the rate of irreversible entropy production on account

of any fluxes developed in the system. Figure 4 shows

typical entropy generation rate pathways starting from a

perturbed state. If the system is allowed to equilibrate in

temperature, pressure and chemical potential across the

boundaries then with time, the dSgen/dt will become zero
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(PPEDMR). However, MEPR will determine the overall

rate for all locations in the system and therefore the total

pathway for the system. Depending on the constraints the

Prigogine principle (PPEDMR) may ensure that the rate of

entropy generation is minimized also with respect to the

fluxes (Fig. 4a) [109–112]. The steady state conditions are

shown in Fig. 4b and c that are applicable for open and

closed systems with continuous exchange at the system

boundaries. Figure 4d shows the possibility of steady state

conditions within an isolated or closed system which

maximizes entropy with a short ‘natural’ steady state per-

iod. Note also the wavy nature of the pseudo steady state

which is one way in which PPEDMR and MEPR principles

can ‘interact’ and thus can lead to oscillations especially

BZ oscillations [57, 96, 97]. The particular maximum

entropy generation condition from several conjugate force–

flux fluctuation possibilities is discussed in Refs. [7, 97–99,

111, 115]. Figure 4e & f indicate how a steady state

dsgen/dt and maximum Sgen are developed across a con-

ducting solid placed between two temperature reservoirs.

Figure 4a–f illustrate PPEDMR and MEPR for a dis-

placed system that relaxes to a new state. For an isolated

thermodynamic system, dS/dt = dSgen/dt and the maxi-

mum entropy production principle reveals the condition

that an isolated system tends to a state of maximum entropy

along the fastest possible path. The downward slope of

dsgen/dt is the PPEDMR and for a closed system, dSgen/dt

therefore becomes zero with time [115]. The Prigogine

principle is easily shown to be applicable for any system

that possesses sufficient degrees of freedom where the

potential gradients will all tend to become very small

or zero with time. The horizontal lines in Fig. 4, i.e.,

dsgen/dt = constant is the MEPR postulate when even

comparisons are made between the several possible steady

states, for example as compared in Fig. 4b and c where the

horizontal lines are established at different dsgen/dt. MEPR

as noted in this article enables morphological pathway

selections to be made for steady state conditions especially

in open systems. However, MEPR is a postulate3 that has

not yet received universal acceptance and we examine it

for the first time in this article for the special case of steady

state Bridgeman directional solidification in order to

describe the overall morphological feature stability.

It is by now well recognized that interfaces are often

diffuse [122, 126, 131] when they are in motion, i.e., they

change character from rigorous liquid to rigorous solid

over a few atomic layers typically in the order of nano-

meters for simple metals and much larger for complex

polymeric molecules. The conjugate force–flux conditions

that become active now produce entropy (even a pertur-

bation from equilibrium requires entropy generation to

restore the entropy lost in order to reassert equilibrium). If

there is a gradient of a potential and a conjugate flow across

the diffuse region, even for a second order transformation

(i.e., without heat production over the diffuse interface

region), then there will be a corresponding entropy gen-

eration, Sgen, on account of the force–flux conditions. The

reader is referred to [122] for details on the various force–

flux relationships that are possible.

For an open system contained between fixed unchanging

boundaries with balanced mass flows, the maximum pos-

sible non-boundary work is reflected in the change in the

Helmholtz free energy (F) difference (DF) between the two

rigorous states (i.e., rigorous liquid and rigorous solid in

DS). For condensed systems we will consider the Helm-

holtz free energy (F) the same as the Gibbs free energy (G).

Any internal or external work done therefore can be related

to the work potential between the isotherms, i.e., within the

bounding surfaces the volume. During DS there is an

outflow of defects in the solid whether they are grain

boundaries or dislocations or lattice defects. The maximum

amount of stored energy at defects and interfaces created

in DS processing can be enabled by a high Dlsl =

(DGsl/number of moles), wherever it happens in the solid–

liquid region (s/l region) subject to second law restrictions

on converting heat to work. (Dlsl is the change in free

energy per mole between the rigorous liquid state and the

rigorous solidified state.)

For a closed system, minimizing the rate of entropy

production, (dSgen/dt) with time for force–flux combina-

tions, and maximizing the power output (for work), both

push towards an operational efficiency [110], that is rarely

encountered in spontaneously occurring processes in nat-

ure. Free (unfixed) thermodynamic forces in the system

can, however, be mutually adjusted to bring the system to

the state with a fixed entropy generation [111, 112, 114]

but lower than that of the perturbed state. This is the

Prigogine principle PPEDMR. The final entropy generation

rate will be zero for a closed system and positive non-zero

for an open system. For a steady state open systems, if we

hypothesize that maximum entropy production rate

(MEPR) maximizes the rate of entropy production

(dsgen/dt) between different steady state possibilities, this

additional principle can guide the prediction of a particular

steady state pathway. There is no other postulate but MEPR

that allows a selection principle of the most probable

pathway thus establishing morphology and defects between

several possible pathways at steady state [111, 112]. For

3 Although MEPR is a postulate, not yet completely verified in a

universal sense, several authors consider the postulate to be tied to the

second law of thermodynamics formulated by Gibbs–Claussius–

Boltzman [6, 111, 125]. Martyushev et al. [6, 110] while crediting

Ziegler [16] as being the first to propose a version of MEPR, also

reason that if the entropy generation rate is at a maximum, then the

second law statement by Claussius is necessarily closely related to

MEPR.

J Mater Sci (2011) 46:6172–6190 6179

123



steady state DS processing conditions, the entropy rate

maximization hypothesis can be tested to compare the

stability of all allowed solidification morphologies for

various combinations of materials with different specific

heats, velocity, and the temperature gradients for a Bridg-

eman type solidification situation.

Adding internal energy or transferring entropy by heat

into a fixed volume increases the temperature of a region, as

long as the volume is fixed. Note, however, for complete-

ness that for some neutron stars, the addition of external

(transferred) entropy can actually reduce the temperature, a

consequence of energy–matter exchange in nuclear reac-

tions in the presence of very strong gravity, thus sometimes

leading to a ‘negative’ specific heat in neutron stars. Neg-

ative specific heat is not considered in this article. Again

depending on the complexity of molecules involved there is

also a possibility that the configurational specific heat may

not have also fully developed, thus temporarily reducing the

specific heat because of the time constraints in fully

establishing the equilibrium value or steady state values of

(a) (b)

(d) 

(c) 

(e) (f) 

Fig. 4 a–f All illustrates PPEMDR and MERP in plots of entropy
production rate as a function of time after perturbing a system to far

from equilibrium conditions. The graphs illustrate what may happen

to systems with time. a, d For closed systems, eventually the entropy

production rate goes to zero with time; sometimes also encountering

metastable steady states or pseudo steady states. The downward slope

of the rate of Sgen is a reflection of PPEDMR. For a closed system

dSgen/dt becomes zero when free thermodynamic forces disappear.

For open systems the rate of entropy generation at steady state is

maximized for a given set of variables as per the MEPR hypothesis

(compare horizontal line positions in b and c). Two possible steady

states are shown by the horizontal lines in b and c. b A slower

approach and lower Sgen rate at steady state whereas c shows a high

rate approach to steady state and a higher Sgen rate at steady state.

Equation 6a explains how different steady states may be reached.

e The sgen rate for any location inside a control volume where a

temperature gradient evolves while steady state conditions are

established (linearization) between two constant temperature reser-

voirs. The rate is maximized at the steady state condition. f The total

Sgen in the system i.e. CV, that connects the reservoirs will increase

with time. Note that there are no dominant free forces in e and f and

both the MEPR and PPEDMR are applicable. Belousov–Zhabotinsky

reactions may be noted as a feature for the type of oscillatory entropy

generation rate behaviors shown in a or d [57, 80, 91, 114, 115]. The

dashed line in d shows how a reaction which does not show a steady

state would have progressed to a zero entropy generation condition in

a closed system compared to when a pseudo steady state could be

encountered as seen in d. At small deviations from equilibrium

PPEDMR is a valid postulate. However MEPR is a more powerful

postulate
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the specific heat. This possibility is also not considered.

Figure 3, shows one possibility in the free energy profile for

a diffuse interface. Note how a diffuse interface can itself

span metastable states in order to reduce the overall free

energy. If there is a continuous order or entropy parameter

defined across the interface then the transformation is

continuous as opposed to discontinuous transformations

[99, 122]. We will assume continuity but do not necessarily

have to do this with the control volume approach discussed

below. In addition the MEPR can also test for intermediary

metastable phases in the general manner discussed below

with the control volume approach. Oscillatory conditions

that mitigate the entropy exchange can arise from condi-

tions similar to Belosouv–Zhabitonsky (BZ) reactions [53,

57, 79–91, 115] or with regions where entropy rate reduc-

tion occurs in a closed volume or steady state. These are

shown in the various figures described in Fig. 4. Abbas-

chian et al. [26] have clearly noted oscillations in the See-

beck coefficient and in the measured interface temperature,

even for a slow DS interface propagation ostensibly at

steady state; while ensuring that convection is minimized. It

is not clear if the residual stress states varied with time in

their experiments, but it seems unlikely, and therefore the

reasons for oscillations may have to do with BZ like

adjustments within the interface [53–62, 79–109]. BZ

conditions are not explored further in the rest of this article.

Entropy balance model

The control volume approach may be used for a one-

dimensional formulation for entropy balance for a solidi-

fying interface. The interface is bound by the control vol-

ume (CV) isotherms shown in Fig. 2, i.e., by Ts and Tl. As

shown in Fig. 2. The entropy rate balance as given by:4

dScv=dt ¼
�

dSin=dt at the inlet isothermð Þ
� dSout=dt at the outlet isothermð Þ

�
þ dSgen=dt ð1aÞ

At steady state,

dScv=dt ¼ 0 ð1bÞ

In the RHS of Eq. 1a, the first two terms arise from the

entropy exchange by heat and mass flow at the CV

boundaries, i.e., across the two isotherms for the one-

dimensional formulation. Sgen or dSgen/dt, is the irreversible

entropy generation rate in the control volume (CV). As the

rates of mass entering and leaving the CV are the same for

steady state DS (assuming similar densities), all entropies

can also be defined on a unit volume basis. Two balances may

be made for the solidification control volume, namely, an

energy balance that Dhsl is scalar quantity in this article. The

energy balance gives Dhsl = Dhm ? x where Dhm is the

latent heat with defects and x is the energy of the defects per

unit volume. The exit from the CV at the lower temperature

isotherm is a defect containing solid, i.e., with a higher free

energy and entropy per unit volume compared to a defect-

free solid. The second is the entropy balance. The inlet

entropy into the CV per unit volume is the liquid entropy at

Tl, i.e., (ss ? Dhsl/Tm).5 The exit entropy is closely

approximated by the defect-free solid entropy plus the heat

exchange entropy leaving the CV at Ts, i.e., (ss ? Dhm/Ts)

plus d(Sgen)/dt, i.e., the entropy generated in the CV.

In Eq. 2a, the symbol A is used for the solid–liquid

interface area normal to the DS direction, and V is the

steady state velocity. By fixing a coordinate system (x = 0)

to the Ts isotherm (exit isotherm of the control volume) and

V (m/s) as the steady state velocity, the following approx-

imate expression for the entropy balance may be written;

dScv=dt ¼ AVDhsl=Tm � AVDhm=Ts þ dSgen=dt þ AVx=Ts

ð2aÞ

at steady state dScv/dt = 0 and

dSgen=dt ¼ AVDhsl 1=Ts � 1=Tlð Þ � x=Tsf g ð2bÞ

The first two terms on the RHS of Eq. 2a are the entropy flow

out of the CV by heat and mass flow crossing the exit and

inlet boundaries. The last term is the rate of excess defect

entropy crossing the boundary. Tav is a isotherm between Ts

and Tl. The entropy is balanced by assuming that some of the

heat was converted to work of forming defects and assuming

x/Tav & x/Ts as the entropy per unit volume of the solid

associated with such defects. For some of the calculations

below Tl * Tm. By formulating the two balances in this

manner we have been able to overcome the lack of knowl-

edge of Dhm. Accurate numbers for Dhm are generally not

available from experiments and hence Dhsl is employed

instead. Equation 2a, though simple is also able to handle

any short range order in the liquid that enters the control

volume or any metastable phase inside the CV [120, 122].

4 Note that the entropy rate balance is normally written as

where the Q/T is the entropy exchange

at the boundaries. The symbols dSgen/dt and r0 are both used in the

literature for entropy production rate. In this article dSgen/dt is

preferred for descibing entropy production rate for the moving control

volume at steady state.

5 In the casting literature Dhsl is given the convention of being

positive for freezing, whereas, in the thermodynamic literature it is

given a negative sign for freezing. In this article, the convention

chosen is from the casting literature, i.e. positive, Dhsl for freezing.

Equilibrium entropy of freezing, therefore, follows the same

convention. All other thermodynamic variables have the regular

thermodynamic conventions.
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The energy term x may be further distributed between

the crystalline microstructure defect entropy x0 and the

lattice disorder excess entropy /gl, both per unit volume

leaving the exit face of the CV:

x ¼ x0 þ /gl ð3Þ

x0 is the disorder energy associated with common defects in

crystalline materials such as grain boundaries, dislocations,

etc. [52, 68, 114, 115, 120–123, 127, 128]. The term /gl in

Eq. 3 has lattice origins, including residual elastic energy

oscillations. For commonly encountered metallic crystalline

cellular or dendritic solidification, /gl is zero and x = x0.
The work done per unit volume x can also be approx-

imated by a dominant defect energy like an area fault

energy (Eq. 4), ignoring the smaller energy containing line

defects and point defects. The work done W (J), and power

output dW/dt (J/s), by the system is considered positive as

per the normal thermodynamic convention when the sys-

tem does work. Work is done by the system to form

defects, i.e., the residual boundaries between neighboring

cells or dendrites. The power output may be written in

terms of the defect energy created:

dW=dt ¼ �A V � cgb � 1=kð Þ
� �

ð4Þ

where cgb and k are the grain boundary energy (J/m2) and

the average grain boundary spacing (m), i.e., wavelength of

cells or dendrites, respectively, created in the in the solid

that leaves the control volume at the exit (see Fig. 1 for

examples of such boundaries between individual cells or

dendrites).

In the rest of this section the assumption is /gl = 0.

However, if Dhsl & 0, for instance for a second order

phase transformation, and if grain boundaries are not

formed then it is useful to also consider /gl, a term that

represents the increased entropy of a disordered solid over

the corresponding crystalline solid at a given average

temperature; one that can include for example, a super-

cooled liquid that can become glass provided [101] Ts \ Tg

(Tg is the glass transition temperature at the imposed heat

removal rate). For a perfectly crystalline solid even with

grain boundary defects, /gl = 0 unless the spacing is so

small as to make the grain boundaries interact, in which

case the /gl term, is to be also considered.6 The maximum

efficiency of internal transformation-work can never

exceed {1 - Ts/Tl} for a crystalline solid.

Assume now that a diffuse interface region of dimen-

sions f is established during DS for a plane front (PF)

morphology. Across this region, entropy is generated by

various processes. The terms that can generate entropy are

the temperature gradient, the configurational entropy gen-

eration terms from solid–liquid mixing in the diffuse

interface region, the entropy generation by atom transfer in

the diffuse zone across a free energy potential and across

the activation energy barrier that leads to net increase in the

volume fraction of the solid (this is similar to the entropy

generation at by a reaction force (affinity (Af)/T)), and the

corresponding flux in the change in fraction of the solid,

and the irreversible entropy generated by the flux–force

combinations from other atom or electron movements (i.e.,

solute flux, vacancy flux or electric current and corre-

sponding forces if present). A bulk solid with no grain

boundaries or with only very low energy boundaries such

as tilt or twist boundaries with identifiable dislocations, has

less excess energy compared to one with high energy grain

boundaries for the same defect area. Regardless it should

be noted that the defect energy per unit volume is normally

less than about 10% of the Dhsl for metals unless rapid

solidification conditions are encountered. Entropy genera-

tion variations can occur if the free energy curve shown in

Fig. 3, with and without defects will modified by any

solute ordering or cluster gradations, which redistribute the

solid and liquid. For simplicity, a linear temperature-

potential gradient in the solid–liquid zone is considered.

The entropy rate balance for a pure material with simple a

diffuse planar interface can be performed as shown in

Eqs. 2a and 2b. The entropy production (generation) rate

from the temperature gradient is J{grad.T/T}2 (J/(m3 K s)).

The entropy production rate from the liquid to solid atom

transfer on account of a free energy difference per mole is

-Dl�m�e/(f�Tavt�vm) (J/(m3 K s)). Here Tavt is an average

temperature between the liquid and solid for that trans-

forming atom location (J/(m3 K s)). The potential Dl
includes the complete potential difference and is the free

energy/mole plus other potential differences that need to be

captured at temperature Tavt, vm is the molar volume, m is the

jump frequency from liquid to solid at the temperature Tavt

for a mole of atoms, e the net distance moved by the interface

when 1 mol of atoms is added to the solid from the liquid and

f as defined above is the thickness of the interface or mushy

zone. References [67, 116, 117] contain detailed discussions

on e and m. Entropy generation is a positive term. The rate of

entropy of generation per unit volume from the well mixed

of solid and liquid at any scale is �VR fsln fs þ flln flð Þdfs=f.

R is the gas constant in J/K m3 s (i.e., R = Rg/vm) where Rg

and vm are the universal gas constant and molar volume,

respectively). When integrated over the control volume this

term is approximately equal to *VR/2f (J/m3 K s), where

f = mushy zone length, for cells and dendrites or the diffuse

zone for the plane front (PF) conditions. For mushy zones,

the exact configurational entropy at steady state may also be

calculated by determining the solid fraction from the

6 One assumption that is made for the model is that the majority of

the energy associated with defects is captured in area defects like high

angle grain boundaries typically *100 mJ/m2. Equation 2b reflects

the part of the heat which has been converted to work of creating

grain boundaries, within the limitations of the second law.
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secondary arm distribution but this could prove to be a

complex study when secondary arms are observed.7 Simi-

larly if dSgen/dt is known as a function of f then the sec-

ondary arm distribution could be inferred. No such

calculations yet exist and so VR/2f will be assumed for the

MEPR model. Mushy zones are typically in the order of

micrometers and the diffuse interfaces are of the order of

nanometers. The total configurational entropy generated

(dependent on velocity) is VRA/2 where A is the area of the

interface and V is the velocity normal to the interface. When

considering a very dilute alloy with local equilibrium

interface conditions that are reflected in the equilibrium

partitioning of the solute between liquid and solid; the solute

influence can be reflected simply in the changed Tl and Ts as

a first approximation. Alternately, the term shown below in

Eqs. 5 and 6 may be used. When considering cells and

dendrites, the assumption is that Ts and Tl are the solidus and

liquidus, respectively. Tl is likely to remain close to Tm for

dilute alloys but Ts will decrease with velocity for an alloy

with a negative slope of the liquidus. Additionally a force–

flux entropy production from the solute gradient in the liquid

can be added, i.e., from a flux of solutes equal to

A�Dl�C0(1 - 1/k)/dc where dc is the solute boundary layer at

steady state, approximately equal to 2Dl/V and C0 is the

dilute alloy composition in solute moles per unit volume.

We will ignore any entropy generation in the diffuse

interface region on account of a possible solute gradient as

it is not clear if such a gradient is established. If it existed

one could assume that the solute gradient is linear in the

mushy zone (an assumption that is clearly unreal but allows

considerable simplifications). The solute flux entropy

generation condition from this solute gradient inside the

interface would then be written as:

dSgen=dt ¼ A �Davi DCo=fð ÞDlc=Tavð Þ ð5Þ

DCo ¼ Co 1� kð Þ=k

Dlc/vm & -RT ln(1/k) for very dilute interstitial solid

solutions where k is the partition coefficient at moderate

velocities, with a value close to but less than 1. Davi is an

average diffusivity. The partition coefficient at equilibrium

is determined by the equivalence of the chemical potential in

all phases. For large deviations far from equilibrium this

partition coefficient will approach 1 [1–4, 68, 122]. When k

approaches 1, for example when absolute stability conditions

are encountered at very high velocities (order of 0.01–1

m/s), then DCo = 0. The impact of such a high velocity is to

generate a considerable amount of entropy which has to be

matched by the morphology or lattice defects. At such high

velocities note that with increasing velocity the dendrites that

form at a low velocity tend to become fine cells and a PF is

again expected at the absolute stability velocity [1–4, 10, 24,

66, 68, 72, 124]. If MEPR as a hypothesis is valid, then it

must also explain such transitions.

There are many more force–flux relationships that can

add to the dSgen/dt. A typical accounting for the rate of

entropy generation per unit volume is given in Eq. 3, but

the difficulty lies in knowing if all entropy generation

terms have been adequately included. Curvature differ-

ences [48, 122] lead to entropy generation from flux of

atoms with a conjugate force from the difference in cur-

vature. Partition coefficients change between faceted

interfaces and curved interfaces [1–4, 14, 123] that can

also give rise to flow. The solute flow that is caused by

such conditions also produces entropy. Curvature differ-

ences especially when the tip radius is very small, i.e., less

than 100 micrometers, can also lead to differences in the

ordering (both short range in the diffuse interface and long

range in the lattice). A potential of order and a curvature

will lead to entropy production if there is a corresponding

flux. One of the most complex issues facing the accurate

application of the Prigogine principle and the MEPR is to

know whether or not the most important entropy produc-

tion combinations have been fully considered at all length

scales.

For the one-dimensional steady state heat flow con-

siderations, the entropy generated per unit volume in the

diffuse or mushy interface volume, assuming a linear

temperature gradient, is Jav(Tl - Ts)
2/(f2�Tav

2 ) (J/m3 K s).

Here, Tav is the average temperature between Tl and Ts.

The subscript (av) refers to an average, and Jav is the

average thermal conductivity in the zone. Note that cer-

tain restrictions are placed on the kinetic constants Davi

(m2/s) and Kav (J/m s K). For example Jav should not be

a function of the flux or force but of course may depend

on temperature. In this sense, it may be different from

commonly reported engineering numbers for the thermal

conductivity of a liquid or solid. A proper knowledge of

the value of Kav is one of the key fundamental difficulties

with the approach taken in this article to verify key

experimental results. A second order transformation yields

a finite but high value of the specific heat (thereby

allowing for a high but finite thermal conductivity) but

with no heat production, as the Dh (enthalpy change) is

continuous with temperature for a second order transfor-

mation. A first order transformation on the other hand

produces heat but the specific heat is unknown at the

sharp transformation temperature (i.e., same temperature

on the solid and liquid side). This is yet another of the

reasons for arguing above that the solidification transfor-

mation should be considered as mixed-mode. An

approximation is made in this article that crystallization

happens continuously in the diffuse zone or mushy zone

7 Very few reports with the detailed microstructural analysis of this

kind made from cross sections obtained from quenched interfaces

exist [106, 117, 118].
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with the solid fraction increasing continuously from Tl to

Ts. It is recognized that the shape of the free energy curve

in the diffuse region may cause solid fraction to vary in

an abrupt manner and the shape of secondary arms in

dendritic solidification may very well also cause such a

phenomena (i.e., of solid mixing differences across the

mushy zone). Such variations are not considered in any

detail except to capture a entropy of mixing. Specific

defect generation and flux term exists across the entire

diffuse interface, the details are again left to a future

discussion. Pathway selections (morphological transitions)

now become feasible to explain as a consequence of

invoking MEPR.

Regardless of the difficulty in identifying all the terms

for entropy generation, several of the main terms can be

captured as shown below in Eq. 6a. Equation 6a is an

important equation that connects atomistic and molecular

processes to morphology. The fourth term on the RHS adds

entropy to the CV.

dsgen=dt ¼ Kav Tl � Tsð Þ2= f2 � Tav
2

� �
� Dlsl � m

� e= f � Tav � vmð Þ þ VR=2f
þ Dl � C0 1� 1=kð Þp � vm=Tm � dc

2
� �

Dlc þ w

ð6aÞ

The variable w is introduced to account for the clubbed

force–flux entropy production rate per unit volume not

considered in the four terms in Eq. 6a. w can contain

several additional terms for the entropy generation, e.g.,

from the spatial gradient of the solute or vacancy potential

M dl
dv

� 	2

� Cav�vm

T


 �
leading to vacancy diffusion (where M is

the mobility), and from other defect generation and defect

transport terms. w can also capture the smaller entropy

generating cross terms from thermoelectron fluxes [132],

i.e. a thermal force that drives the electron flux and vice

versa. Although Dl has been used in Eq. 6a, it can be

substituted by Davi for dilute metallic alloys which will be

in the order of 10-13 m2/s for diffuse interface conditions

and in mushy zones will be in the order of 10-9 m2/s. p is a

function of velocity that is 1 for the PF morphology and

corrects for the overall flux in front of the curved inter-

face(s) for other morphologies.

By making the substitution that:

V ¼ m � e ð6bÞ

and

GT ¼ Tl � Tsð Þ=f ð7aÞ

The temperature difference is always

DT ¼ ðTl � TsÞ: ð7bÞ

dsgen=dt ¼ Kav � GT
2=Tav

2 � Dlsl � V= f � Tav � vmð Þ
þ VR=2fþ DlC0 1� 1=kð Þp � vm=Tm � dc

2
� �

Dlc

ð8Þ

Equating 2b and 7 yields:

AVDhsl 1=Ts � 1=Tm½ � � AVx=Ts

¼ Af
�

KavGT
2= Tav

2
� �

� Dlsl � V= f � Tav � vmð Þ
þVR=2fþ Dl � C0 1� 1=kð Þp � vm=Tm � dc

2
� �

Dlc

�

ð9aÞ

A few checks with known experimental reports and theo-

retical predictions can be made at this stage. Equation 9a,

generally describes the relationship in the transitional

zones including for facet and no-facet transition. The dif-

fuse zone is expected to be in the order of nanometers and

mushy zone in the order of microns for this region and

depends considerably on the value of Davi which varies

between the solute diffusivity in the solid and that in the

liquid.8

For the condition where: Vdc * 2 Dl the critical

velocity for interface break down, Vc, can be calculated

from the first term of the LHS and last term of the RHS of

(9a). This gives

Vcffi4
Dssl

R

� 

1

ð1� kÞ

� 

GT D1

DT

� 

ð10Þ

Equation (10) is similar to the prediction first made by

Chalmers et al. [1–4] for a atomically rough interface. The

critical velocity value is modified by the interface dif-

fuseness and other parameters. As discussed below, note

that the entropy generation rate is a non-zero constant. Also

note that GT/DT = 1/f.

Discussions: Bifurcations, Wavelength of Defects,

and Metastable Morphologies

Equations 2a–10 make predictions from the balance of the

rate of entropy generation and entropy transfer for steady

state conditions. Equation 7 shows that Sgen rate change

with f, and (Tl - Ts), these are opposing influences which

means that very atomistically smooth surfaces have higher

Sgen rate over more diffuse interfaces for similar (Tl - Ts)

values when compared at the same velocity. Similarly,

between stubby cells and dendrites, the cells will have a

higher entropy generation rate as the mushy zone is

8 There is the possibility that the Cahn [114] diffuseness parameter

(g), i.e., the number of diffuse layers; the order parameter used in

phase field models [17–24]; and the term a2/f2 could be connected

where a is the lattice parameter. The possibility is left to be studied in

the future. See also Tiller [131].
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narrower. A higher thermal conductivity or a higher dif-

fusivity will generate more entropy for the same steady

state velocity of transformation.

However, several of the constants and their temperature

dependence in Eq. 3 are unknown (such as Jav, Davi, m, e).
This is the major drawback for testing for the correctness of

the approach. Nevertheless, it is possible to make some

general arguments. V impacts the dsgen/dt in a direct

manner; increasing V increase the Sgen rate. As (Tl - Ts) =

DT approaches zero, a first order transformation with an

atomically smooth solid–liquid interface is possible to infer

from Eq. 3 as this is the same condition that decreases f.

However, all terms approach zero, for this low velocity

plane front and a first order transformation at as V tends

to 0 correspondingly dSgen/dt tends to 0.

From an energy balance condition for steady state DS,

the term (-VDhsl) is also equal to �KsGTs
þ KlGTl

ð Þ at

least for high thermal conductivity metallic material

solidification. Here, GT is the process imposed temperature

gradient and K is the thermal conductivity, and the sub-

scripts, s and l stand for rigorous solid and liquid, respec-

tively. GT is the independently established temperature

gradient in a DS experiment along with an independently

imposed velocity V, of solidification (typically established

in Bridgeman crystal growth by external control). The

influence of the temperature gradient is to decrease f at

fixed (Tl - Ts) but the gradient also influences other vari-

ables because of coupling. If there is a flow of solute or

vacancies (i.e., if Kirkendall type vacancy velocities are

established in the solid) there will be additional entropy

generation from such flux-conjugate force combinations

and from new defects such as porosity all (captured in w).

The interface diffuseness also appears to depend on e,
the amount that is moved by the addition of 1 mol of

atoms. As the diffuseness dimension approaches a value

less than lattice spacing, sharp interfaces are expected.

Typically closed packed directions have a lower interface

diffuseness compared to less packed directions. If e is small

(for example as seen in the lateral step growth regime, or

for small net atom transfer from a very small driving force

for solidification compared to RT) the diffuseness can

correspondingly be small. If e is at least of the order of the

lattice parameter, the correspondingly diffuseness can be

thought to increase in a continuous manner. The Jackson

model [66] can also be seen in Eq. 9 and 10 when the value

is low for the second term on the RHS of equation 9a. The

effect of increasing the velocity V on the diffuseness (see

footnote 5), as predicted by Cahn [65], is also noted in a

more complex fashion through the DT and V relationship.

Increasing the velocity of transformation will increase sgen

rate. By differentiating the LHS sides of Eq. 9a with

respect to velocity (V) the ½dDT=dV �Ts
is positive and

½d2DT=dV2�Ts
is negative, this DT is at the maximum. This

is an approximate manner of testing for maximum or

minimum in contrast to the strict variational principles that

have been used [5–7, 108–112] to prove that the MEPR

postulate is valid.

One may now examine if the entropy generation rate is

maximized at any given velocity with the morphology that

is experimentally observed. When a steady state condition

is encountered, the minimum entropy production principle

(PPEDMR) makes no further predictions about the nature

of the emergent steady state (for multiple flux–force

combinations) between the many steady state conditions

that are possible [112, 122]. In contrast, MEPR provides a

selection principle [112] (see Fig. 4) of the most probable

condition between many possible steady states.

The MEPR hypothesis that that the highest sgen rate is

possibly predictive of the most stable morphology can be

tested by comparing with experiments. A few specific

morphologies are discussed below and tested with the

hypothesis. Although Eq. 6a contains several variables that

are unknown, general observations can be made with

respect to morphological bifurcations. These are discussed

with the help of Fig. 5 which shows the sgen rate vs.

velocity. The maximum work done or power delivered is

when Sgen and Sgen rate is the lowest possible for an open

system at steady state. From an energy balance this con-

dition yields;

dW=dtð Þmax¼ �AV Dhsl � Dhmð Þ ð11aÞ

where A is the area of the solidification interface normal to

the DS direction.

dW=dt ¼ �A V � cgb � 1=kð Þ
� �

ð11bÞ

dSgen=dt ¼ �AVDhsl 1� Tl=Tsf g=Tl þ dW=dtð Þ=Ts;

ð12aÞ

which is the same as Eq. 2a.

dSgen=dt ¼ AVDhsl 1� Ts=Tlf g=Ts � cgb=kþ s
� �

AV=Tav;

ð12bÞ

if s is small compared to cgb/k, then, the maximum possible

work or minimum possible k (the primary spacing) is given

by dSgen/dt = 0; which gives

k� cgb= Dssl � DTð Þ ð13Þ

DT is of the order of 1–10 K in very dilute metallic alloys

in the cell zone and order of 100 K for dendrites the den-

drite root is eutectic temperature. In mushy zones the

experimentally recorded order of the spacing is about

10–100 lm when V is in the order of micron/s and GT is in

the order of 10 K/mm. For Al–Cu alloys, k is predicted by

Eq. 13 to be of the order of a nanometer whereas
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experimental results show it to be much larger [1–4].

Minimum work on the other extreme is the condition when

Sgen, and dSgen/dt are at maximum for the imposed solidi-

fications conditions (thus establishing the correct k as a

consequence). Maximizing the Sgen rate increases k for a

steady state velocity conditions when comparing mor-

phologies with different spacing.

To use MEPR in a normative manner, if dSgen/dt is

further differentiated with respect to velocity after setting

dsgen/dt = C production, yields:

dln k=dln V ¼ 1� kDssl � Tav=cgb � Ts

� �
ð14Þ

Equation 14 indicates that the slope for dendritic spacing

may not be particularly sensitive to velocity for a fixed

boundary energy. dk/dV is negative for a Al–2wt% Cu

alloy, dk/dV * -1 which is the order of the measured dk/

dV [1–4].

Experimentally, the shapes that are observed with an

increase in the velocity above the critical velocity are

faceted arrays for a fixed GT (Fig. 1(a2) or non-faceted

arrays such as cells and dendrites Fig. 1c) compared to a

plane front which is stable at lower velocities. Equation 14

indicates the direction of dk/dV for a dynamic system

where V is varied continuously. Although Soomboonsuk

and Trivedi [63] have explored dynamic variations which

Eq. 14 is able to predict, there is clearly a need for more

experiments to have confidence in Eq. 14 as being pre-

dictive for non steady state conditions.

If correct, the MEPR will choose the morphology that

has the highest rate of entropy production. Figure 5 (log–

log) is a possible schematic plot of dsgen/dt with steady

state interface velocity for various morphological features.

The system will pick the highest Sgen production rate

morphology from competing morphologies if MEPR is a

correct postulate. Following this approach, the dominant

morphological possibilities with MEPR as the governing

principle are shown schematically in Fig. 5. To test

between a cellular and dendritic morphology for example

the maximum dsgen/dt can be calculated by noting that

(Tl - Ts) is larger but f is also larger for dendrites which

will then lead to a result that indicates that a higher

spacing can result when a cell to dendrite transition

occurs and cells have a possibility of generating more

entropy than dendrites at a lower velocity. This is also the

experimental observation [63, 106, 117] for DS when a

positive temperature gradient is established. When the

temperature gradient is negative there appears to be no

possibilities where cellular morphologies can have higher

rate of entropy generation, as the velocity cannot be

independently established when a bath undercooling is

fixed.

The many bifurcations corresponding to the sequences

shown in Fig. 1 can now be explained with the MEPR

postulate. Future publications will address more details and

more rigorous tests of the proposed MEPR hypothesis but

the preliminary indications are that hypothesis is valid. A

plane front (PF) is characterized by no grain boundary

production, at least when compared to cells and dendrites.

The first break down of a PF to a faceted or non-faceted

cell array is a morphological variation method for the

system that allows an increase in (Tl - Ts), and thus allows

generation of more entropy with a further increase in

velocity. This type of reasoning also explains why existing

grain boundaries are the first location for interface break-

down. In the PF regime the sgen rate increases with

velocity, by enabling entropy generating processes for

defect movement. It could be imagined that this is the

process that also leads to the initiation of the early per-

turbations prior to interface breakdown, thus explaining

why not much scatter exists for experimentally measured

Vc values measured at different magnifications. The PF

replacement by stubby cells is enabled when the sgen rate

for stubby cell morphology exceeds that for the PF. Note

also that the un-mixing (a term that requires work done on

the system not work done by the system) in an alloy during

steady state solidification is also now spread over the

mushy zone. Curvature also creates Sgen processes with

corresponding curvature induced gradients of solute and

Fig. 5 A schematic plot of Sgen rate as a function of the imposed

velocity for DS (also the steady state interface velocity). PF indicates

plane front, C indicates cells, D indicates dendrites. The MEPR

postulate indicates that the maximum rate of entropy production will

determine the choice of the most stable pathway (morphology). Note

that with increasing velocity, arrays, cells and dendrites will become

more stable. The maximum rate of entropy generation will determine

the most stable morphology at any imposed steady state velocity. The

Prigogine Principle (PPEDMR) predicts the shape of each curve. The

light (red) colored arrows point to the most stable PF-C and C-D

bifurcations. Note that the possible shape change(s) of the dendrite

curve allows for cells or PF to become dominant again at high

velocities. At very high velocities (rapid solidification conditions),

note that the shape change in the PF curve which can finally lead back

to PF as the dominant morphology again depending on the possible

slope changes for other morphologies. The kink in the PF curve

indicates possible interaction between grain boundaries leading to a

higher slope in the Sgen rate as a function of velocity
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gradients in curvature [48], neither of which are fully

captured in Eq. 6.

The cell to dendrite transition with a further increase in

velocity is noted with a corresponding increase in spacing

before again decreasing the velocity. This condition reflects

enhanced entropy generation which is seen in the evolving

confused looking mushy zone structures, i.e., those with

secondary arms (see Fig. 1), including those in facet

forming alloys after tip splitting is no longer possible (due

to lack of sharper (111) plane intersections [41]). Experi-

mentally observations showing entropy transitions between

tips with different crystallographic axes have been recor-

ded for ammonium chloride dendrites where a (100) den-

drite evolves from the more entropy generating (110)

dendrite [129]. Nevertheless the precise reason for the

selection of specific crystallographic planes during den-

dritic growth is not yet completely obvious, but seems to

have to do with diffuse interfaces and mushy zones to

maximise entropy production by (111) planes in face

centered cubic materials [1–4, 7, 129]. Curved tips for non-

faceted materials and sharp-tips bounding the (111) planes

in faceted materials are most likely also a way of maxi-

mizing the rate of entropy generation; for a particular Tav.

For a more detailed explanation, further studies are

required. Also note that increasing the velocity at a fixed

tip angle can lead to residual stresses and lead to corre-

sponding asymmetric tensile stresses that in turn can cause

crack propagation as a way for generating entropy [42].

Residual stresses are a way to store energy thus impacting

terms like x and /. As reported in Refs. [1–4, 10, 41, 63]

for faceted and non-faceted materials, for a fixed interface

velocity, there are a number competing morphologies

available that allow both the coarse morphologies and finer

morphologies to co-exist. These represent mixed (even

metastable) morphologies for the imposed sets of pro-

cessing variables. Half cells and half dendrites are sup-

ported by the MEPR principle. Periodic tip splitting in non-

faceted dendrites could reflect adjustment methods of

controlling the Sgen production for different materials and

competing morphologies.

Reducing f is a stabilizing influence on PF. Increasing

GT is a stabilizing influence. Both lead to a higher entropy

production rate. For kinetic models [1–4] the PF stability

comes from the stabilizing influences of the temperature

gradient and s/l interface energy. However, this does not

address the question of why there is an overall morpho-

logical stability of one type preferred over another, only

that it is feasible. The MEPR appears to solve this problem

and possibly explain many of the very complex variations

in morphologies, like half cells and half dendrites or half

facets shown in Fig. 1. Half cells are a way of supporting a

higher entropy rate generation and are seen in both facet

arrays [41] and non-facet arrays [69–72].

The growth along closed packed directions is a way of

increasing the entropy generation rate as it is a method of

reducing the f (see also Refs. [7, 112, 129]). When external

constraints are introduced, (e.g., as shown in Fig. 1c and d)

the energy impact from an external surface influences the

entropy production rate. Note that in Fig. 1c from Ref.

[70], the higher energy non-wetting surface leads to a much

more disorganized looking, half-dendritic (non-crystallo-

graphic) pattern whereas the lower energy wetting surface

produces a much more regular looking, but non-crystallo-

graphic dendrite. Again, using the MEPR principles sug-

gests that an external surface that stabilizes a particular

morphological pattern when selecting between several

metastable competing morphologies is the one that maxi-

mizes the total entropy production rate and therefore is the

most favored. By using appropriate constants the entropy

rate maximization along with PPEDMR could also possibly

reveal fine details, such as explaining why cells are

sometimes oval shaped (2D cells) [106, 118] or occasion-

ally five and seven sided cells [119]. These are pathway

selection possibilities that are most likely made for opti-

mizing the specific dSgen/dt requirements.

At a high velocity, the conditions for absolute stability

[1–4, 10, 24, 66, 68, 72, 124] are encountered. Unfortu-

nately, several of the experimental velocities and other

conditions recorded for absolute stability, are not fully

tested for an unambiguous steady state behavior. However,

assuming that steady state conditions prevail, a few

comments can be made about the rate of entropy genera-

tion during this high velocity rapid solidification condi-

tion. In any case, the work efficiency still cannot exceed

[1 - Ts/Tl] during absolute stability conditions. The term

neglected in developing Eq. 1a, namely the entire lattice

associated constituents of x, may have to be considered.

Regardless, a plane front (PF) can reappear (in preference

to very fine cells) at high velocities (rapid solidification

conditions) as shown in Eqs. 14–17. Note from Eq. 6a, that

a positive temperature gradient allows for the velocity at

absolute stability conditions when DC0 = 0, to be slightly

lower when comparing with a zero temperature gradient

condition in the diffuse region. The main terms at the

absolute stability morphological conditions are:

AVDhsl 1=Ts � 1=Tl½ � ¼ A � f
�

KavGT
2= Tav

2
� �

�Dlsl � V= f � Tav:vmð Þ
� ð15Þ

In the equation above, vacancies have not been considered.

The thermodynamics of rapid solidification has been well

studied by Kurz, Prigogine and Kondepudi, Aziz, and

Baker and Cahn [1, 68, 114, 115, 124] and may be easily

incorporated into Eq. 15 for further rigorous development.

For an approximate analysis one can consider that

Tav = (Ts ? Tl)/2.
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If Dlsl = Dssl�DT/vm then,

Dssl � DT=Ts ¼ f � KavGT
2=V � Tav þ Dssl � DTi=Tav ð16Þ

If a calculation is performed with values for aluminum,

then for a moderate 100 K/mm temperature gradient, a

wide diffuse interface of the order of about 1 lm seems

possible from Eq. 16, when DT is in the order of 1–10 K.

Notably DT * DTi at this limit.

Most importantly we note from Eq. 8 that the MEPR

model indicates that

dsgen=dt ¼ V2v ð17Þ

Where v is a specific morphology (microstructure)

parameter that depends on Tav and composition.

Summary, comments, and conclusions

The maximum entropy production rate (MEPR) as a pos-

tulate for steady state directional solidification is offered as

a postulate for the prediction of the stability of any par-

ticular class of morphology (patterns) over other competing

types. Wherever work is done during a phase transforma-

tion, i.e., when there is a change in free energy between the

various phases, the MEPR is a more powerful hypothesis

compared to the PPEDMR, as it allows a pathway selection

principle which identifies the exact work done, compared

to the total work potential. Consequently the corresponding

dissipative shapes may be identified. When dsgen/d(flux) =

0, which is a condition very close to the Onsager linear

regime [132], both the MEPR and PPEDMR converge.

Within a class of morphology, the MEPR is also able to

predict the fineness of a structure with changes in the

imposed conditions, like the imposed solidification velocity

or temperature gradient. Therefore, the MEPR approach

may become an important single parameter method for

assessing the morphological stability, with applicability

over the entire range of solidification morphologies in an

analogous fashion to free energy when employed for

understanding the thermodynamic phase stability.

This article employs the energy and entropy balance

approach for discussion of the MEPR as being determin-

istic of the most stable pattern in the solid–liquid region

formed during solidification. The model does not change

any predictions made by the kinetic approaches that have

been successful in the past (see, e.g., the first four refer-

ences cited as Refs. [1–4]); in fact relying on them and the

many published experimental observations to validate the

MEPR hypothesis. Kinetic approaches are able to find a

stable feature of the observed morphology, (e.g., the

interface break down condition for a plane front interface)

or the conditions for predicting the tip radius from the tip

stability parameters for a dendrite. If the MEPR had to be

used independently, either all the force–flux conditions

would have to be known or all possible shapes have to be

tested against each other to predict the most stable mor-

phology. Regardless, with the MEPR, the experimental

observations of stable shapes may be validated by com-

paring against other shapes. The predictions of cellular

morphologies and the conditions for cell to dendrite

transformation have remained elusive to the kinetic

models. The MEPR is seemingly able to explain the

experimentally recorded morphologies, especially over

other competing morphologies across all conditions of

solidification.

It should, however, be noted that the tests offered for

assessing the MEPR hypothesis in this article are not yet

comprehensive, and considerable work needs to be done in

the future for confidence, especially when relating to non-

steady state conditions. As schematically shown in Fig. 5,

the following bulleted sequences summarize the gamut of

morphologies that are predicted as a consequence of the

MEPR for DS. Particular features may be suppressed or

enhanced depending on the alloy and imposed temperature

gradient.

• At extremely slow solidification velocities there is no

Sgen indicated. As the velocity approaches zero there is

no work possible. The plane front orients in a direction

that allows the maximum sgen rate for very low

velocities.

• Residual strain build-up can be the cause for periodic

Sgen releases by crack propagation or nucleation events.

• Diffusenesses of the interface can vary with an increase

in the velocity.

• Half facet cells of a larger spacing can accommodate

the increasing sgen rate requirements with a further

increase in velocity. This is found especially in a

translational regime prior to possible reduction in

spacing and/or increase in the tip to root temperature

difference.

• With a further increase in velocity, fine facet arrays and

half-facet cells can form. Secondary facet formation

can further increase the sgen rate.

• Perturbations can form at existing defects in order to

increase the sgen rate. Such perturbations may also lead

to the reduction of earlier stage defect generation.

• Break down into wavy patterns (stubby cells and later

deep cells) will follow for accommodating the further

entropy generation requirements with an increase in the

velocity.

• Dendrite formation reduces the work done by increas-

ing the primary spacing compared to cells. The

dendrites also align to defined orientations. Within a

morphology-type, an increase in velocity, leads to finer
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primary spacing and secondary arms develop for higher

entropy generation variations in the mushy zone.

• A plane front is re-established at extremely high

velocities. sgen can be maximized by eliminating all

the work required to be done by the system to form

finely spaced intercellular boundaries. These conditions

also appear to support a very wide diffuse interface.

However, it is clear that there are a number of param-

eters that are ‘adjustable’ in order to make such predictions

with confidence (this is also the case for the kinetic mod-

els). The author recognizes this dilemma while also rec-

ognizing, in a positive sense, that the proposed MEPR

model appears to describe many of the morphological

transitions observed. The maximum rate of entropy gen-

eration principle may also able to provide valuable con-

nections between the now experimentally recognized

[8–10, 36–42, 84–96, 105, 131], and theoretically antici-

pated [8, 32–36, 108, 114, 125–130] nano-scale activity,

within the larger microstructural features (shapes) that

form during solidification and other material processing

methods.
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